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Abstract----Hidden markov models is a statistical tool largely 
used to study protein alignments and profile analysis of a set of 
proteins. Finite state machines like HMM move through a series 
of states and produce output either when the machine has 
reached a particular state or when it is moving from state to 
another. It generates a protein sequence by emitting amino acids 
as it progresses through a series of states. Multiple sequence 
alignment is a powerful technique that is used by modern 
bioinformatics systems almost in all their applications. The 
biomedical methods and algorithms used in MSA have vast 
importance in solving a series of related biological problems. The 
well-known and widely used statistical method of characterizing 
the spectral properties of the residues of a genomic or proteomic 
pattern is the HMM approach. Profile HMMs have proved to 
offer a robust solution for MSA. 
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1. INTRODUCTION 

 
Sequence alignment is a way of writing one sequence on 

top of another where the residues in one position are supposed 
to have a common evolutionary origin. If the same letter 
occurs in both sequences then this position has been 
conserved in evolution. If the letters differ it is assumed that 
the two derive from an ancestral letter. Similar sequences may 
have different length, which is generally explained through 
insertions or deletions in sequences. Thus, a letter or a stretch 
of letters may be paired up with dashes in the other sequence 
to signify such an insertion or deletion. Since an insertion in 
one sequence can always be seen as a deletion in the other one 
frequently uses the term "indel" to represent this. There are 
two main areas of sequence alignment: pairwise sequence 
alignment and multiple sequence alignment: 
 

 1.1. Pairwise Sequence Alignment 

 
Pairwise Sequence alignment: This alignment is an 
arrangement of two DNA & amino acid which shows where 
the two sequences are similar, and where they differ. Broadly, 
there are three categories of methods for sequence 
comparison.  

 Segment methods compare all windows (overlapping 
segments of a predetermined length (e.g., 10 amino 
acids)) from one sequence to all segments from the 
other. This is the approach used in dot plots. [18] 

 Optimal global alignment methods allow the best 
overall score for the comparison of the two 
sequences to be obtained, including a consideration 
of gaps. Global: All positions are aligned 

       CA--GATTCGAAT! 
       CGCCGATT---AT! 
 Optimal local alignment algorithms seek to identify 

the best local similarities between two sequences but, 
unlike segment methods, include explicit 
consideration of gaps. Local: A (contiguous) subset 
of positions are aligned     ..GATT.....! 
                                              ....GATT.. ![18]. Based  
on differences between the two sequences, one can 
calculate the "cost" of aligning the two sequences by 
using replacements, deletions and insertions, and 
assign a similarity score. [18] 
 

 1.2  Multiple Sequence Alignment:  

 
Multiple sequence alignment [18] aims to find similarities 
between many sequences where all similar sequences can be 
compared in one single figure or table. The basic idea is that 
the sequences are aligned on top of each other, so that a 
coordinate system is set up, where each row is the sequence 
for one protein, and each column is the 'same' position in each 
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sequence. Each column corresponds to a specific residue in 
the 'prototypical' protein. However both pair wise and multiple 
sequence alignment algorithms use substitution matrices to 
score the sequence alignment. But MSA is hard and less 
tractable than Pair wise Sequence Alignment. MSA where all 
similar sequences can be compared in one single figure or 
table. The basic idea is that the sequences are aligned on top 
of each other, so that a coordinate system is set up, where each 
row is the sequence for one protein, and each column is the 
'same' position in each sequence. Each column corresponds to 
a specific residue in the 'prototypical' protein.  
 

 

 
 

Fig 1.1: An example of Sequence Alignment 
 

 
The multiple alignment of these sequences is taken from 
Pfam, shown below is the so-called seed alignment,, 
containing the sequences the Pfam curators have used to 
define the family. This is just a part of the complete alignment 
file; some comments have been removed. For each sequence, 
the SWISS-PROT identifier and the position in the parent 
protein is given on the left. The top line shows the position 
numbers using the 1CBH 3D structure scheme. The bottom 
line shows the consensus, which we define here as the same 
amino-acid residue type in 14 or more sequences (out of 18). 

Please note that this definition of consensus is just one of 
many possible [18].         
                  
                  

 1.3 Major Approaches to MSA 

 
Dynamic Programming: The dynamic-programming approach 
computes an optimal alignment for a given score function, 
assuming that the score function is decomposable. Because of 
its high running time it’s not typically used in practice  
Progressive alignments: This approach repeatedly aligns two 
sequences, two alignments, or a sequence with an alignment. 
Several heuristics have been proposed to compute the order in 
which two sequences or aligned. 
Profiling: This method computes a profile for a set of 
sequences, and the profile is then used to align the sequences. 
Although deterministic profiling methods were proposed 
earlier, probabilistic methods based on hidden Markov Models 
are most commonly used aligned.[4] 
 

 

2. HIDDEN MARKOV MODEL (HMM)  

 
Hidden Markov models are sophisticated and flexible 
statistical tool for the study of protein models. Using HMMs 
to analyze proteins is part of a new scientific field called 
bioinformatics,  based on the relationship between computer 
science, statistics and molecular biology. Hidden Markov 
models (HMMs) offer a more systematic approach to 
estimating model parameters. The HMM is a dynamic kind of 
statistical profile. Like an ordinary profile, it is built by 
analyzing the distribution of amino acids in a training set of 
related proteins. However, an HMM has a more complex 
topology than a profile. It can be visualized as a finite state 
machine. Finite state machines typically move through a 
series of states and produce some kind of output either when 
the machine has reached a particular state or when it is 
moving from state to state. A markov model is a statistical 
model that stepwise goes through some kind of change. 
Markov model is characterized by the property that the change 
is dependent only on the current state. HMMs are hidden 
because only the symbols emitted by system are observable, 
not the underlying walks between states[15]. HMMs are the 
Legos of computational sequence analysis.A Hidden Markov 
Model M is defined by  

 a set of states X  
 a set A of transition probabilities between the states, 

an |X| x |X| matrix.  aij ≡ P(Xj | Xi)  The probability 
of going from state i to state j. 

 States of X are “hidden” states. 
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 an alphabet  Σ of symbols emitted in states of X, a set 
of emission probabilities E, an X x Σ matrix 

 ei(b) ≡ P(b | Xi).  The probability that b is emitted in 
state i. (Emissions are sometimes called 
observations.) 

It is important to note that in most cases of HMM use in 
bioinformatics a fictitious inversion occurs between causes 
and effects when dealing with emissions. For example, one 
can synthesize a (known) polymer sequence that can have 
different (unknown) features along the sequence. In an HMM 
one must choose as emissions the monomers of the sequence, 
because they are the only known data, and as internal states 
the features to be estimated. In this way, one hypothesizes that 
the sequence is the effect and the features are the cause, while 
obviously the reverse is true. An excellent case is provided by 
the polypeptides, for which it is just the amino acid sequence 
that causes the secondary structures, while in an HMM the 
amino acids are assumed as emissions and the secondary 
structures are assumed as internal states. States “emit” certain 
symbols according to these probabilities. 
 
Example of HMM [9]. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig 1.2: Hidden Markov Model 
 
Probabilistic parameters of a hidden Markov model given in 
the above example. 
x — states 
y — possible observations 
a — state transition probabilities 
b — output probabilities 
 

 2.1 Major Applications of HMM in Bioinformatics 

 
The HMMs are in general well suited for natural language 
processing, and have been initially employed in speech-
recognition and later in optical character recognition, and 
melody classification. In bioinformatics, many algorithms 
based on HMMs have been applied to biological sequence 
analysis, as gene finding and protein family characterization.  

A detailed description of all applications would be, in our 
opinion, outside the scope and the size of a normal survey 
paper. Nevertheless, in order to give a feeling of how the 
models described in the first part are implemented in real-life 
bioinformatics problems, we shall describe in more detail, in 
what follows, a single application, i.e. the use, for multiple 
sequence alignment, of the profile HMM, which is a powerful, 
simple, and very popular algorithm, especially suited to this 
purpose.[13] 
 

 2.2 Profile HMM 

 
Profile HMMs use position specific scoring for the matching 
& substitution of a residue and for the opening or extension of 
a gap. Profile hidden Markov models (HMMs) have several 
advantages over standard profiles. Profile HMMs have a 
formal probabilistic basis and have a consistent theory behind 
gap and insertion scores, in contrast to standard profile 
methods which use heuristic methods. HMMs apply a 
statistical method to estimate the true frequency of a residue at 
a given position in the alignment from its observed frequency 
while standard profiles use the observed frequency itself to 
assign the score for that residue. This means that a profile 
HMM derived from only 10 to 20 aligned sequences can be of 
equivalent quality to a standard profile created from 40 to 50 
aligned sequences. [14] In general, producing good profile 
HMMs requires less skill and manual intervention than 
producing good standard profiles. A profile HMM has several 
types of probabilities associated with it. One type is the 
transition probability -- the probability of transitioning from 
one state to another. In a simple ungapped model, the 
probability of a transition from one match state to the next 
match state is 1.0 and the path through the model is strictly 
linear, moving from the match state of node n to the match 
state of node n+1. 
There are also emissions probabilities associated with each 
match state, based on the probability of a given residue 
existing at that position in the alignment. For example, for a 
fairly well conserved column in a protein alignment, the 
emissions probability for the most common amino acid may 
be 0.81, while for each of the other 19 amino acids it may be 
0.01. If you follow a path through the model to generate a 
sequence consistent with the model, the probability of any 
sequence that is generated depends on the transition and 
emissions probabilities at each node. In order to model real 
sequences, we also need to consider the possibility that gaps 
might occur when a model is aligned to a sequence. Two types 
of gaps may arise. The first type occurs when the sequence 
contains a region that is not present in the model (an insertion 
in the sequence). The second type occurs when there is a 
region in the model that is not present in the sequence (a 
deletion in the sequence). To handle these cases, each node in 
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the profile HMM must now have three states: the match state, 
an insert state, and a delete state. The model also needs more 
types of transition probabilities: match>match, match->insert, 
match->delete, insert- >match, etc.[15] 
Aligning a sequence to a profile HMM is done by a dynamic 
programming algorithm that finds the most probable path that 
the sequence may take through the model, using the transition 
and emissions probabilities to score each possible path.  
 

2.2.1 Purpose of Profile HMM 
 
Profile HMMs are statistical tools that can model the 
commonalities of the amino acid sequences for a family of 
proteins. Considered to be more expressive than a standard 
consensus sequence or a regular expression, profile HMMs 
allow position dependent insertion and deletion penalties, as 
well as the option to use a separate distribution for inserted 
portions of the amino acid sequence. Once a model is trained 
on a number of amino acid sequences from a given family or 
group, it is most commonly used for three purposes: 

1. By aligning sequences to the model, one can 
construct multiple alignments. 

2. The model itself can offer insight into the 
characteristics of the family when one examines the 
structure and probabilities of the trained HMM. 

3. The model can be used to score how well a new 
protein sequence fits the family motif. For example, 
one could train a model on a number of proteins in a 
family, and then match sequences in a database to 
that model in order to try to find other family 
members. This technique is also used to infer protein 
structure and function. 

 

3. PRESENT WORK 

 
Profile analysis has long been a useful tool in finding and 
aligning distantly related sequences and in identifying known 
sequence domains in new sequences. Basically, a profile is a 
description of the consensus of a multiple sequence alignment. 
It uses a position-specific scoring system to capture 
information about the degree of conservation at various 
positions in the multiple alignments. This makes it a much 
more sensitive and specific method for database searching 
than pairwise methods, such as those used by BLAST or 
FastA, that use position-independent scoring [14]. The 
common pairwise comparison methods are usually not 
sensitive and specific enough for analyzing distantly related 
sequences. In contrast, Hidden Markov Model (HMM) 
profiles provide a better alternative to relate a query sequence 
to a statistical description of a family of sequences. HMM 
profiles use a position-specific scoring system to capture 

information about the degree of conservation at various 
positions in the multiple alignments of these sequences. HMM 
profile analysis can be used for multiple sequence alignment, 
for database searching, to analyze sequence composition and 
pattern segmentation, and to predict protein structure and 
locate genes by predicting open reading frames. This research 
work shows how HMM profiles are used to characterize 
protein families. 
The following steps were followed: 

1. Accessing Pfam databases 
2. Profile HMM Alignment 
3. Looking for similarity with sequence comparison 
4. Exploring Profile HMM Alignment Options  
 

4. CONCLUSION AND   FUTURE WORK 

 
Currently, one very promising approach for protein family 
related analysis of amino acid sequences is the application of 
so-called Profile Hidden Markov Models (Profile HMMs) as 
probabilistic target family models. Given a training set of 
protein data, discrete HMMs are estimated. These models are 
then evaluated for unknown query sequences which are 
aligned to the explicit protein family models. Such explicit 
target family models are favorable for sequence analysis since 
family specific data is incorporated into the analysis. One of 
the main purposes of developing profile HMMs is to use them 
to detect potential membership in a family. We can use either 
the Viterbi algorithm to get the most probable alignment or 
the forward algorithm to calculate the full probability of the 
sequence summed over all possible paths. 
The research can be extended to: 

1. Real user interface. 
2. Provision to include other sequences (i.e. with 

different accession numbers and their supported files) 
automatically. 

3. Provision to access the data from a database. 
4. Provision for choice of alignment technique 
5. Provision to incorporate various input formats 
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